16:2 2025

Algelbraic Stafistics

IIIIIIIIIIIIIIIII

:'msp



/-B'cat

Algebraic Statistics
Vol. 16, No. 2, 2025
https://doi.org/10.2140/astat.2025.16.95

A TREK RULE FOR THE LYAPUNOV EQUATION

NIELS RICHARD HANSEN

The Lyapunov equation is a linear matrix equation characterizing the cross-sectional steady-state covari-
ance matrix of a Gaussian Markov process. We show a new version of the trek rule for this equation,
which links the graphical structure of the drift of the process to the entries of the steady-state covariance
matrix. In general, the trek rule is a power series expansion of the covariance matrix in the entries of the
drift and volatility matrices. For acyclic models it simplifies to a polynomial in the off-diagonal entries
of the drift matrix. Using the trek rule we can give relatively explicit formulas for the entries of the
covariance matrix for some special cases of the drift matrix. These results illustrate notable differences
between covariance models resulting from the Lyapunov equation and those resulting from linear additive
noise models. To further explore differences and similarities between these two model classes, we use the
trek rule to derive a new lower bound on the marginal variances in the acyclic case. This sheds light on
the phenomenon, well known for the linear additive noise model, that the variances in the acyclic case
tend to increase along a topological ordering of the variables.

1. Introduction

With M any d x d matrix and C a d x d positive semidefinite matrix, we can define a Gaussian Markov
process (X;);>0 on R4 as a solution to the stochastic differential equation

dX, = MX,dr + C'?dw,, (1)

where W, is a d-dimensional Brownian motion; see, e.g., [7] or Section 3.7 in [11]. We call M the drift
matrix and C is called the diffusion matrix or the volatility matrix.

The Markov process has a steady-state distribution if and only if the matrix M is stable, that is, if and
only if all eigenvalues of M have strictly negative real parts. In this case, the steady-state distribution
is Gaussian with mean O and covariance matrix X, which is the unique solution to the (continuous)
Lyapunov equation

MY +3EM" +C=0; 2)

see, e.g., [7, Theorem 2.12].

When the process is stationary, that is, when it is started in its (unique) Gaussian steady-state distribution
N (0, ), with T solving (2), the cross-sectional distribution of X, is A'(0, X) at any time 7. Questions
regarding estimation and identification of M and/or C from cross-sectional observations of the process
were treated in [2; 16].
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The main contribution of this paper is Theorem 2.5, which gives a novel representation of X in terms
of the drift and volatility matrices M and C. The nonzero entries of M and C define a mixed graph, see
Section 1.2, which is used in Section 2 to define a collection of treks between any two nodes. These are
special walks in the graph, and we give two versions of the trek rule in Proposition 2.3 and Theorem 2.5,
respectively, that express the entries of the solution X to (2) as a sum of trek weights over all treks.

Trek rules are well known for linear additive noise models, also known as linear structural equation
models; see [15] and Section 4 in [3]. A first version of the trek rule for the Lyapunov equation was
presented by [16], but our new version in Theorem 2.5 is more explicit and easier to use and interpret.
A special case of our general trek rule, valid for certain acyclic models, was recently presented as
Proposition 4.3 in [1], where it was used to characterize the conditional independencies that hold in the
steady-state distribution. We treat the acyclic case in detail in Section 3, where we use the trek rule to
derive a novel lower bound on the marginal variances.

1.1. The Lyapunov equation. The Lyapunov equation (2) is a linear matrix equation. Using the Kronecker
product, we can rewrite it as

MRSI+1QM)vec(X) =—vec(C), 3)

where [ is the d x d identity matrix and vec(A) denotes the vectorization of the matrix A. When M is
stable, the d? x d? matrix (M ® I + 1 ® M) is invertible, and the unique solution to (3) is given by

vec(Z)=—-(M I +1® M) " vec(C). 4)

The representation (4) shows that %;; is a rational function of the entries of M and C, but (4) is not
very explicit, nor is it efficient for numerical computation of the solution. There is a vast literature on
numerical methods for solving the Lyapunov equation efficiently; see, e.g., [13] for a review. See also [6]
for a comprehensive treatment of the Lyapunov equation and its applications.

We will not be particularly concerned with numerical methods but rather with giving a new representa-
tion of the solution that is interpretable in terms of the graphical structure of the drift matrix M. To this
end, we will use the well-known integral representation of the solution given by

Z:/ MM g, (5
0

Here, ¢'™ denotes the matrix exponential of ¢ M, and the integral is understood as a matrix integral. It is
convergent when M is stable. See [7; 16] for further details on the integral representation of the solution.

1.2. Graphs. We will represent the nonzero entries of the drift matrix M and the volatility matrix C
by a mixed graph G with nodes [d] = {1, ..., d}, directed edges, —, and blunt edges, —. The blunt
edges, introduced in [9; 16], will be used to represent the covariance structure of the noise process. In the
literature on linear additive noise models, bidirected edges, rather than blunt edges, are conventionally
used to represent the covariance structure of the noise. The primary reason for using a different notation
is that a bidirected edge is also used to represent a common latent factor, and in the context of stochastic
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Figure 1. Mixed graph (a) representing a model with d = 5 variables and with a diagonal
C-matrix. The edge labels of the directed (blue) edges are the values of the nonzero entries in the
M -matrix, while all the blunt (light red) edges correspond to the diagonal entries of C all being 1.
The mixed graph (b) is the same as (a) but with all directed self-loops removed. We call (b) the
base graph of (a).

processes, a latent factor cannot in general be captured by a correlated noise process. See [9] for further
details.

Definition 1.1. A pair of matrices (M, C) is compatible with a mixed graph G if m ;; # 0 implies i — j
and ¢;; # 0 implies i + j.

Example 1.2. We consider the specific model with d =5 and, using - to denote zero entries,

~105 - 02 - 1
~1-102 - - 1.
M=| - - -105 -| and C=|- -1 -
-1 1 e a1
1 - =1 A |

This pair (M, C) is compatible with the graph G = ([5], E) as given in Figure 1(a). The eigenvalues
of M are
—0.206, —1+0.707i, and —1.39740.687i,

with all real parts strictly negative, and M is thus stable. Solving the Lyapunov equation gives the
steady-state covariance matrix (rounded to three decimals)

0.496 —0.091 0.123 0.207 0.151

—0.091 0.594 0.013 —0.038 —0.005

Y= 0.123 0.013 0.838 0.676 0.647
0.207 —0.038 0.676 1.412 0.912

0.151 —0.005 0.647 00912 1.147

We use standard graph terminology; see, e.g., [8]. Specifically we let a walk be a sequence of (not
necessarily unique) nodes where each node is connected to the next by an edge. A walk from i to j is
directed if all edges are directed toward j. For example, in Figure 1(a), the walk 1 <~ 4—4 —-3 —-5—4
isawalk from 1to4,and 3 -5 — 5 — 4 — 1 is a directed walk from 3 to 1.
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We will by convention assume that a mixed graph includes all directed self-loops unless otherwise
stated. It will, however, also be convenient to have a version of the graph with all directed self-loops
removed, which we call the base graph.

Definition 1.3. The base graph Gy of a mixed graph G is obtained from G by removing all directed
self-loops.

In Figure 1(b) we have the base graph of the mixed graph (a). A walk in the base graph is called a
base walk. The walk 3 — 5 — 5 — 4 — 1 in Figure 1(a) is not a base walk due to the self-loop 5 — 5,
while 1 <44 — 3 — 5 — 4 is a base walk.

1.3. Linear additive noise models. 1t is instructive to compare and contrast our results for the Lyapunov
equation with the well-known results for linear additive noise models. In the linear additive noise model,
the random variable X € R? is given as a solution to the equation

X =BX +e¢, (6)

where B is a d x d matrix with B;; =0 and & has mean zero and covariance matrix 2. Consequently, the
covariance matrix, X, of X solves the equation

(I-B)X(-BT!=q. (7)

When I — B is invertible, the solution is unique and given by ¥ = (I — B)"'Qu—-B)T. Similarly to
the Lyapunov equation, the matrix equation (7) is linear, and its solution yields a parametrization of the
covariance matrix in terms of the entries of B and 2. Zero-constraints on the entries of B and €2 can,
moreover, be represented by a mixed graph according to Definition 1.1, just as for the Lyapunov equation.
The covariance models resulting from the two equations are, however, quite different, though they also
share some structural similarities.

2. Treks and trek rules

The trek rule for the solution of (7) is a well-known power series representation of the entries ¥;; in the
covariance matrix in terms of the entries of B and 2. We derive in this section a corresponding trek rule
for the solution of the Lyapunov equation (2). To this end, we need to define treks in a mixed graph.

Definition 2.1. A trek 7 in a mixed graph G is a walk of the form
Tl < < <igHjo>j1—> - — J. ®)
—_— —_—
n(t) m(t)
Here n(t) and m(7) denote the number of nodes to the left of iy and to the right of jy, respectively. Let
I(t) =n(t)+m(7).

The trek given by (8) is said to be a trek from i to j. The pair (i, jo) is the fop of the trek, and if jo =iy
we refer to ip as the top. The nodes iy, ..., i and jo, ..., j are the left-hand and right-hand sides of the
trek, respectively. The top nodes are connected by a blunt edge, possibly a blunt self-loop, while all other
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edges are directed. The left-hand side of the trek forms a directed walk from iy to i with n(7) + 1 nodes,
and the right-hand side forms a directed walk from jj to j with m(7) + 1 nodes. It is possible for a trek
to have n(t) = m(t) =0, in which case the trek is just ig — jo, which is possibly a blunt self-loop ig .

Definition 2.2. Let (M, C) be compatible with a mixed graph G and let T be a trek in G with top (ip, jo).
The weight of the trek t is the product of the edge weights along the trek, that is,

oM, C, 1) =cjyj 1_[ mi.
k—let

The walk 1 <~ 4+—4 — 3 — 5 — 4 in Figure 1(a) is an example of a trek 7 from 1 to 4 with top 4 and
with weight (M, C,7)=0.2-1-0.5-1-1=0.1.

With the definitions above, suppose that (B, €2) is compatible with a mixed graph G and that B has
spectral radius less than 1. Then the trek rule for the linear additive noise model, with ¥ the solution
of (7), is

Tij= ), o(BQ,1),

TeT(i,])

where 7 (i, j) denotes the set of all treks from i to j in G. See, for example, Theorem 4.2 in [3] or
Proposition 14.2.13 in [14]. The proof is a simple application of the Neumann series expansion of (I—B) .

For the Lyapunov equation, the following variant of a trek rule was obtained as Proposition 2.2 in [16].
Suppose that (M, C) is compatible with the mixed graph G, and M is stable and C is positive semidefinite.
For any trek t in G we introduce the monomial

Sl(r)—i—l
(( (D) + Dn(m)!m(r)!)

in the auxiliary variable s € R, and the solution of the Lyapunov equation (2) is then given by

k(s,T) =

%y = lim > k(. DM, C, 7). 9)
€T (i, ))

The series appearing in (9) is an infinite sum over all treks from i to j of the trek weights multiplied
by the factors « (s, ) (not depending on M and C). Besides these factors, the series is similar to the
classical trek rule. However, to obtain X;;, we have to take the limit s — oo of the resulting sum. This
makes the representation (9) somewhat clumsy and difficult to use and interpret.

The new trek rule that we give below essentially interchanges the summation and limit operation by a
translation of M by the identity matrix / (and by possibly rescaling M). Throughout we will let

A=M+1. (10)

Since the Lyapunov equation is invariant to rescaling, we can without loss of generality assume that A
has spectral radius strictly smaller than 1 when M is stable. If not, we can always rescale M and C to
ensure this without changing X.
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Proposition 2.3. Let (M, C) be compatible with a mixed graph G, and let M be stable and C be positive
semidefinite. When A = M + I has spectral radius strictly smaller than 1, the solution of the Lyapunov
equation (2) is given by

3 24(”*1(1(” )a)(A, C.1). (11)

n(t)
T€T (i, ))
where T (i, j) denotes the set of all treks from i to j in G. The convergence of the series (11) is absolute.
Proof. Using the series expansion of the exponential function we have

00 . 00 . oo © 00 72ttntm
zzf eMCeM dt:/ e 2 A dt:/ ZZ ——— ACc(AMT A, (12)
0 0 0

n=0 m=0
With || - || denoting any matrix norm, the assumption that the spectral radius of A is strictly smaller than 1,
combined with the spectral radius formula, implies the existence of constants K > 0 and r € [0, 1) such that

A" < Kr".

This bound implies absolute convergence of (12), which justifies interchanging the summation and
integration. Thus,

0o o0 1 00
_ n mN\T n+m _—2t
E_ZZA C(A™) —n!m!/ 1Mt 4y

n=0 m=0 0

0o 0
2—n—m—lF 1
-5 3 arcamy Tt

—_— n!'m!
_ZZAnC(Am)TZ—n m— 1(ﬂ+m>
n=0 m=0

Since G, by convention, includes all directed self-loops, (A, C) is also compatible with G. Now note that
(A"C(A™T);;

is precisely the sum over all trek weights, w(A, C, 1), for treks t from i to j with n + 1 nodes on the
left-hand side and m + 1 nodes on the right-hand side. By the arguments above, the series representation
of X is absolutely convergent and the summation order does not matter. Therefore, the ij-th entry of
3 can be written as the trek representation (11). ]

The trek weights are monomials in the M and C entries, and (11) provides a (generally infinite) power
series representation of the covariances in terms of these entries. Some factors in the monomials are the
diagonal entries A;; = m;; + 1, while the remaining factors are off-diagonal entries of A (that coincide
with off-diagonal entries of M) and entries of C. It is possible, as we will show, to derive a trek rule
where the contributions from the diagonal entries are separated from the off-diagonal entries.

Recall that the mixed graph G is assumed to include all directed self-loops, while the base graph Gy is
obtained by removing the directed self-loops. A base trek is then a trek in the base graph Gy, and it is a trek
without any self-loops. Any trek in G can be regarded as a base trek combined with a total of 1, ..., g >0
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self-loops on the left-hand side and By, . .., B4 > 0 self-loops on the right-hand side. Here «; and ; denote
the total number of self-loops for node i present on the trek on the left- and right-hand sides, respectively.
To elaborate on the definition of the self-loop counts «; and §;, consider the example trek

11«22« 2«1HIl—=>1-22—->1—1

with nodes {1, 2}. The corresponding base trek is 1 <2 <— 11— 2 — 1, and the trek includes one
self-loop at node 1 and two self-loops at node 2 on the left-hand side and two self-loops at node 1 on the
right-hand side, whence o; = 1, ap =2, 1 =2, and 8, =0.

The base trek and self-loop counts do not uniquely determine a trek, but there are some constraints.
If node i is not present on the left-hand side of the base trek, then o; = 0. If node i is present once on the
left-hand side of the base trek, then «; is exactly the number of self-loops at that position. In the example
above, node 2 is present once on the left-hand side of the base trek, and oy = 2 gives the number of self-
loops of node 2 at that position. If node i is present more than once on the left-hand side of the base trek,
then the total number of self-loops «; can be partitioned in several ways among the different positions of
node i, and similiarly for 8; on the right-hand side. This situation can only occur when the graph contains
directed cycles beyond self-loops. In the example above, node 1 is present twice on the right-hand side of
the base trek and B; = 2 can be partitioned in three different ways among the two occurrences of node 1.

For a base trek t € Gy and multiindices «, 8 € Ng we define p(t, «, B) as the number of ways the «
and B self-loops can be partitioned among the nodes of the base trek. If the base trek T does not contain
repeated nodes in its left- or right-hand sides, p (7, «, 8) € {0, 1}, but when t contains repeated nodes, it
is possible that p(t, a, B) > 1. Define also

d
oy = Z o
=1
and similarly for 8. l

Definition 2.4. For A, ..., As € (—1, 1) and a base trek t define

d a;+pBi

! A

DO, ki)=Y ,o(t,oz,,B)( (Z)(;‘i;rﬁﬂ_[(?) . (13)
o e i=1

It may not be obvious that the series in (13) converges. Its absolute convergence does, however,
follow from Theorem 2.5 below by taking C = I and letting m;; € [—1,0) and m;; = ¢ for i # j for a
small ¢ > 0. Then M + I has spectral radius strictly smaller than 1 by Perron—Frobenius theory, and
D(@my+1,...,mgg+1, t) < oo for all base treks t in the complete graph since (15) below is finite and
all terms in that sum are positive.

Theorem 2.5. Let (M, C) be compatible with a mixed graph G, and let M be stable and C be positive
semidefinite. If A = M + I has spectral radius strictly smaller than 1 and A;; =m;; +1 € (—1, 1), then

= Y, 277D, ... A DA, C. 1) (14)
T€To(, )
= > 2D+ 1 ma+ 1, DM, C ), (15)

t€To(i. )
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where To(i, j) denotes the set of all treks from i to j in the base graph Go of G. In the special case where
m;; = —1 foralli, then
11 1)
R I(r)—1
= ) 2 (n(r)>a)(M, C. 7). (16)
T€To(, )

Proof. Since the convergence of the series (11) is absolute, we can reorder the terms. The formula (14)
follows by splitting the sum (11) into an outer sum over the base treks and an inner sum over self-loops.

Specifically,
i1/ (T
Ty= ) 27@ 1<n((T)))w(A,C,r)
teT(,)) 4
D) —ae—p.—1 (L(T)F, 4B, i+B;
= > X pwapr et (R [T o e
t€To(i, /) o, peNd i=1
~(r)—1 I(t)+a.+B. A\
= Z 2 Z p(‘L’,O[,,B)( ()4 )1_[ 3 w(A,C, 1)
TeTo(i,j) o, peNd t =l
= Y 297D A Do (AL CL).
TeTo(i. )

Moreover, (15) follows by the definition of A;; = m;; + 1 and by noting that w(A, C, 1) = w(M, C, 1)
for any base trek 7. Finally, if m;; = —1 then A;; =m;; +1=0fori =1, ..., d, and since

o)

for all base treks 7, (16) follows from (15). O

D(O,...,O,r):(

Note that for a base trek, the monomial w (M, C, t) does not depend on the diagonal elements of M,
and (15) provides a certain disentanglement of how the total covariance depends on the self-loop entries
and the other edge entries.

Example 2.6. To illustrate the trek rule, we revisit Example 1.2, specifically the entry X3 = 0.123. Note

that m;; = —1 for all i. Table 1 lists all 12 base treks from 1 to 3 in the base graph in Figure 1(b) with

[(7) <5 together with their corresponding trek weights and term values contributing to X3 in the sum (16).
We see from Table 1 that

Yo e (i((?))w(M C. 7) = 0.07890625,
1€75(1,3):(1)<5
which is still a bit from the limit value X3 = 0.123. Proceeding up to /(r) = 10 gives 74 base treks,
and the sum of the corresponding terms is 0.10992737, while the sum of the 515 terms with /() < 20 is
0.12127330, which is accurate up to the second decimal. The purpose of this example is not to claim that
the trek rule is useful for computing the solution of the Lyapunov equation in the general case. On the
contrary, there is quite a lot of bookkeeping involved in computing the treks and the corresponding terms
in the sum, and you may need a fairly large number of terms to get an accurate finite sum approximation.
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trek w o factorization I n 27171 (i) w term value
1<+<4H44—-3 0.1 0.2-0.5 2 1 273. (f) -0.1 0.02500000
1 < 2<«3H3 0.1 0.5-02 2 2 273. (g) -0.1 0.01250000
1«4« 5«3H3 02 02-1-1 3 3 274 (2) -0.2 0.01250000
1«2« 1<«2<«3H3 —0.05 05-(-1)-05-02 4 4 27°5. (i) -(—0.05) —-0.00156250
1«2« 1«4H14—->3 —-0.05 05-(-1)-02-05 4 3 27°5. (g) -(—=0.05) —0.00625000
1<-2<«3«4H4—->3 0.025 0.5-0.2-0.5-0.5 4 3 273. (2) -0.025 0.00312500
1< 4<5H554->3 0.1 02:1-1-05 4 2 27%.(3)-0.1 0.01875000
12«3« 4«5«<3H43 0.05 05-02-1-1-0.5 5 5 2*6-(2)-0.05 0.00078125
1«2« 1«4«+«5«<3H43 -0.1 05-(-1)-02-1-1 5 5 2_6-(2)-(—0.1) —0.00156250
l<«<4«5«<3«<4H44—->3 005 02-1-1-0.5-0.5 5 4 276. (Z) -0.05 0.00390625
1<2«3H3—>5—>4—->3 005 05-02-1-1-0.5 5 2 2‘6-(§)~0.05 0.00781250
l«<-~4~4—-3—->5—->4—>73 005 02-05-1-1-0.5 5 1 2°°. (f) -0.05 0.00390625
Total 0.07890625

Table 1. Base treks v with / = /(t) < 5 in Figure 1(b) and their corresponding weights w =

w(M, C, t) and term values 27/~ (i) - w in the sum (16).

The purpose of the example is rather to illustrate how the trek rule breaks down the total covariance into
contributions from the individual treks, with each term being a monomial in the edge entries.

3. Acyclic models

If the directed part of the base graph Gy is acyclic, and thus a DAG, we say that the model given by M
and C is acyclic. Choosing any topological order of the nodes will make the M-matrix lower triangular.
We assume throughout this section that the model is acyclic and that the nodes 1, ..., d are ordered in a
topological order such that M is lower triangular, that is,

mi
ma; mp
M= |m3 m3 mzz ---

mqy Mgz mg3z - -+ Mqq
The diagonal entries of M are then the eigenvalues, and M is stable if and only m;; < O for all i. By

rescaling, we can assume that m;; € [—1, 0) for all i so that A;; =m;; + 1 € [0, 1), in which case A also
has spectral radius strictly less than 1.

3.1. Simplifying the trek rule for acyclic models. For an acyclic model any base trek has no nodes
repeated on either side (though the same node can be present once on the left- and once on the right-hand
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Figure 2. The mixed graph (a) for a general acyclic model with the nodes in a topological order,
and the mixed graph (b) for the specific model in Example 3.1.

side). This means that p(7, o, 8) € {0, 1}, and if we define

N@) ={(a, B) eNE xN& | p(r,a, B) =1}

then

d a;i+pi
1(t)+a.+p. mi; + 1
Dimy+1,....omg+1,00= ) ((n)(r)wﬁ)]_[( = ) . (17)

(@,B)eN (1) R

The expression (17) does not appear to simplify further in general. However, if all the diagonal entries of
M are equal, in which case we can assume them all equal to —1 by rescaling, the trek rule simplifies
to (16). This special case is effectively the same as Proposition 4.3 in [1], which was obtained directly by
an induction argument.

For any acyclic model, the directed part of Gy forms a DAG, and there are no loops but self-loops in G.
The number of base treks from i to j is thus finite, and (15) gives a finite sum representation of %;;. That
is, the representation (15) is a polynomial in the off-diagonal entries of M and the entries of C.

Example 3.1 (path model). Suppose m;; = —1, m(4+1)i =¢ € Rand ¢;; =y > 0. All other entries are 0.
That is,

M= ¢ b ad c=
T IIi..I,’,.

The mixed graph for this model is shown in Figure 2(b). We have A 41); = ¢ and all other entries of A
are 0. The only base treks from i to j have top ip < min{i, j} and are of the form

Tii<i—1l<« ig+1<«—igHig—>ig+1—>--- > j—1—],
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for which n(t) =i — iy, m(r) = j —ip, [(v) =i + j — 2iy. This shows that

minfi. j) . i+j minfi. j} o .. A
L 2ig—i—j—1 (1 +] —210> i+j—2i., _ V(& 4 (H‘J —210)
Zy= ), 2 (5 e =55) 0 X o(m) (L) ae
io=1 ip=1
We see that X;; = X1; = y/2(¢/2)'~!, and by induction the following recursion holds for i, j > 1:
¢ ¢ Y
2ij :Ezi—l,j‘f‘zzi,j—l-i-zfsij, (19)
where §;; is the Kronecker delta.
If we take ¢ = y = 2, we get the simple expression
min{i,j} . . .
_ i+ j—2io
=3 ()
ip=1
involving only a sum of binomial coefficients. Then ¥;; = X{; = 1, the recursion is
Yij =%+ Zij-1+36,
and the corresponding covariance matrix becomes
111 1 1
134 5 6 -
s _ 149 14 20 - 91
11514 29 49 . ’ 2D
1620499

\=)

with the antidiagonal elements being similar to Pascal’s triangle except that an extra 1 is added to the
diagonal. This is OEIS A013580.

Example 3.2 (factor model). Another simple acyclic model is the factor model with m | = —1, m;; €
[—1,0) fori =2,...,d, C diagonal, and the only possible off-diagonal nonzero entries of M being m;
fori =2,...,d. Thatis,

—1 . . . 11

mo1 myy . e . 5
M: ms3i . msz - -- . and C: . . c33 -

mdl . . ... mdd . . . ... Cdd
The mixed graph for this model is shown in Figure 3. The only base treks are of the form i —i and
i< 1H1— jfori, j> 1. Using (15) we get for i, j > 1 that

0 2 P .
Eij _ {di Cij +d,-l~ml.lcn ifi = /s (22)

dijmiymjicn ifi # j,
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0
(1)

1

myy

m mqi

my C@ ms3 C@ ms3 C@ e @:D Mdq

22 €33 Ca4 Cdd

Figure 3. The mixed graph for the factor model in Example 3.2.

where
d?=27"DO,myn+1,...,mgg+1,i10),

dij =273DO,mun+1,...,mgg+1,i < 11— j).
A somewhat tedious computation, similar to the one given in the proof of Proposition 3.3, shows that

d?=—1/(2m;;) and
mii+mj;—2

1
W= > 0. (23)
1] z(l_mii)(l_mjj)(mii+mjj)
Another way to write the off-diagonal entries is
1 1 mii mji o . .
e\ L=l , 24
ij <2 mii+mjj)1_mii1—mjj611 i j>1,i#] (24)

which reveals that the model does not generally have the same low-rank structure as the classical one-
factor model based on linear additive noise. Indeed, the tetrad ¥;; X, — X;; Xy is nonzero unless (m;; +
m i) (myx +my) = (m; +my)(mj; +mpg); see [4; 5] for further details on algebraic invariants for factor
models. It is an open problem to characterize invariants for factor models based on the Lyapunov equation.

3.2. A lower bound on the marginal variance. Consider an acyclic linear additive noise model with the
nodes in a topological order such that

0
By O - . .
By 0O
,3?1 ﬂ;z 0 o (Bdl 0) ,
Bar Baz Paz --- 0
where By is the (d — 1) x (d — 1) upper left block of B and By1 = (Ba1, - .., Baw—1)) consists of the

d — 1 first entries of the last row of B. It then follows directly from (6) that for this linear additive noise

model,
d—1
Xq= Z BuiXi+es=Ba(X1, ..., Xa-1)" +eq

i=1
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Hence, since ¢4 is independent of (X1, ..., X4— DT and Q44 = Var(ey), the marginal variance of X is
Yia = Qaa + BarZ11(Ba)" (25)
where X; is the covariance matrix of (X1, ..., Xqg—1)'.

The marginal variance of the last node d is by (25) decomposed into the variance of the residual error &4
and the variance propagated forward from all parents of d. As these parents have variances that again
decompose into residual error variances and the variances propagated from their parents, the marginal vari-
ances X;; tend to increase along the topological order of the nodes. The paper [12] introduced varsortability
as a measure that captures this phenomenon, and the authors demonstrated that commonly used simulation
models typically have marginal variances that increase along the topological order. In this case, the
topological order can be identified from the order of the marginal variances. See also [10] for related ideas.

In this section we explore if a similar phenomenon holds for the solution of the Lyapunov equation in
the acyclic case, and we will, in particular, investigate if the variance X, has a decomposition similar
to (25). Specifically, we derive a lower bound on X, in terms of the other (co)variances, which is similar
to the identity (25). To state the result, we write the matrices M and X in block form as

My O ) <211 21d>
M= and X = ,
<Md1 Mmyq Yo XZaa

where M1 is a (d — 1) x (d — 1) matrix, and My, is a (d—1)-dimensional row vector, and similarly for 3.

Proposition 3.3. Let M be a lower triangular matrix with m;; € [—1, 0) and m;; > 0 for j < i, and let C
be a diagonal positive semidefinite matrix. With X the solution of the Lyapunov equation, the following
lower bound holds for the marginal variance of node d.:

Cdd 1
Ydd > “oma + 2Md1211(Md1) (26)

The proof is given in Section 3.3. Note that (26) does not hold generally if the off-diagonal entries m;;
are allowed to be negative.

Example 3.4. To illuminate what the lower bound in Proposition 3.3 says, and to illustrate the phenomenon
that marginal variances tend to increase along the topological order, we reconsider the simple acyclic
model from Example 3.1 with ¢ =y = 1. Then

min{i, j}

_ 1 (14 j—2ig
i =27 Zl 4’0( A ) 27)
0=
From (27) it follows directly that, for d > 2,
2(d —ip)
2d—1 i 0
—oe 3 (40
io=1
2(d—1 _ 2(d—i
= 2~2@d-D)- 1( ( )>+2 2d— 124"’( ( O)> > E(d—1)d-1)> (28)

ig=2

=Z@-nd-1
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diagonal elements of X

0 10 20 30 40 50
d

Figure 4. The variance X, in Example 3.4 given by (28) as a function of d (black) and the lower
bound given by (29) (gray).

which shows that the marginal variance X, is strictly increasing as a function of d; see Figure 4. This is
not surprising, since the sink node d accumulates the variances from all other nodes.
To compare X, to the lower bound in (26) we first derive a slightly different representation of X ;.

Using that 1)
nn— -2
(Z) - k(n_k)<Z—1>

for the second identity below, we get from (28) that, for d > 2,

d-1
_ 1 520 io(z(d_i0)>
Yaa=5+2 Z 4 d—io
io=1
d-1 . ,
1 a1 ,.Oz(d—zo)(z(d—zo)—1)(2(d—1—i0))
=5+2 2723 "4 a i d—1—is

io=1

d—1
1 | A—2d-1)—1 i 1 2(d—1—ip)
=—-+42 4011 — ——— . .
2t Zl ( 2(d —ip) ( d—1—ij )
io=

The second term above is 2 —1)¢—1) except from the factors (1 — 1/(2(d — ip))) within the sum.

Observe that |
1 <\l-=——) <1,
2 2(d —ip)

with the factor being equal to % for ig =d — 1. This shows that

1 1 1
—_ —_ < —_
>t 22(d—1)(d—1) < Xga < >t Xd-1)d-1)-
To compute the lower bound in (26), we first note that mz; = —1 and cgg = 1; thus

Cdd 1

_Zmdd o 2
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Moreover, My, = (0,0, ..., 1); thus My X1 (Mg)T = 2 (d—1)(d—1)- This shows that the lower bound in

(26) is indeed
Yad = 5+ 3@—1d—1)s

(29)

as we also found above. The computations in this example show that we cannot in general replace the factor

% in the bound by a larger constant, and certainly not by 1. The lower bound is also shown in Figure 4.

3.3. Proof of Proposition 3.3. Before giving the proof, we will need a few auxiliary results.

Definition 3.5. For a, b € Ny and |z| < % define

(@+b+1)upme2
H , b, — n+m.
(0.2 mZN @+ D1+ D1

Here (a), =a(a+1)---(a+n —1) denotes the rising Pochhammer symbol.
Proposition 3.6. Let 1 =d < T — d be a base trek from d to d. Then

l(f)—i—a.—i—ﬁ.)dl()w )ct,'+ﬂi

n(t)+a. 2

D()"la"-ﬂ)\'dﬂ T): ﬂEZN(~)H<n(f)+(¥.,m(f)+ﬂ.’ %)(

Proof. By Definition 2.4 we have

D)o+ B 1o (4 )
D= 3 (it )l_[(j)

a,BeN (1) i=1
~ d . .
_ Z Z <l(‘r)+a.+ﬂ.+0¢d+ﬁd+2)l_[ )l a;i+pi
N i n(t)+o,+oy+1 11\ 2 ‘
a,BeN (D) aq,Ba€No i=1

(30)

Recall that [(T) = n(T) +m(7), so with a = n(7) + o, and b = m(7) + B, we have the following identity

for the binomial coefficient:

(l(f)—i-ot.-l-ﬁ.-l-ad + B4 +2) _ <a+b+ad+/3d+2> (a+b+og+pa+2)!

n()+a.4ag+1 atag+1 = (atagt D) (b+Ba+1)!

(a+b+1)(¥d+,311+2 (d+b)‘ _ (a+b+1)ad+ﬂd+2 (l(f)+0l.+,3.>

@+ Dag1(b+Dgp1 alb!  (a+Dagp1(b+1Dg, 41
Plugging this into the sum above and using the definition of H in (30) gives

_ (a+b+1)ad+ﬂd+2 E ot l(%)+a'+'3' I -
DA, ...., g, T) = Z Z (a+1)ad+1(b+1)ﬂd+1(2) ( n(t)+a, )D

a,BeN (T) aq,BaeNy
- d—1 ai+pi
B _ _ Ad\ (LT +a.+B. Ai
= Z~ H(I’l(f)'i_an m(T)+ﬁ., 7)( n(f)+a. )1_[ E )
a,BEN () i=l
Lemma 3.7. Fora,beNyand z € [0, %) we have

H(a,b,z) > 2.

n(t)+o,

)ai +Bi

0

€1V
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Proof. Note that H(a, b, z) = H(b, a, 7), so we may assume that b > a. Since z > 0, all terms in the sum
defining H (a, b, z) are nonnegative and we find that

b 1n m b 1
H(a,b,2)= Y_ (a+b+ Dngmi2 i (a+b+1),
n,meNp @+ Dnt1(0+ D (@a+11(b+1)
2 1 1
_latbn@rbrD) _(( bEIVG L @ ), O
(@a+1b+1) a1 P

Proof of Proposition 3.3. The base treks from d to d are either of the form d —d or d <— T — d for a base
trek T from i to j with i, j <d. Since w(M, C, d—d) = cy4, we have the following representation of X;;:

Ba
Cdd ag+PBa\ ((Maa +1\*"
mu= 3 (Mt

og,Ba€Ny
d—1d—1
+ 3 DT 2O Dy 41 mgg 1, d < F > d)o(M, C.d < —d).
i=1 j=1%eTo(i,j)

=R

Using the negative binomial and geometric series, the sum in the first term equals

aa+Ba\ ((Maa + 1\ maq + 1\ og+Ba\ ((Maa + 1\
Z(ad)(2>=2(2)z(“d)(2)

aq,Ba€No Ba€Ng ag€Ny
_ Z Mag + 1\ 1_mdd+1 ~Pa=1
N 2 2
Ba€Noy
2 Z<1+mdd)ﬂd_ 2 11
1 —mgq e 1 —mgq (1 —maq) (1—%) Mad
For the second term R, we first note that for T € Ty(i, j),
oM,C,d T —d)=mgimgjo(M,C, 7).
By Proposition 3.6 and Lemma 3.7 we have
~ d—1 o +ﬂk
- I(T)+a.+B. mix + 1\™
Dmuy+1,...,mga+1,d <7 —>d)y>2 Z( n()+a, )l_[( 5
a,BeEN(F) k=1

=2D(my +1,...,mga+1, 7).

Asm;; >0for j <i, (M, C,7) >0 for a base trek 7, and using the above inequality within the sum

in the second term R gives
d—1d—1

1 —I(F)—1 - .
Rzizzmdimdj Z 2 D(myi+1,...,mga+1,0)0(M, C, 7T)
i=1 j=1 £eT0(i, )
d—1d—1

1 1
=5 3 maima s = szlzll(Mdl)T-
i=1 j=1
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Combining these results gives

1

Cdd Cdd
+ M (Mg O
d

Yad = — +R>—
dd 2maq - 2my

2
Remark 3.8. The proof of Proposition 3.3 shows that we can always write

Cdd
> = —
dd )

+ R,
Mdd

which is directly comparable to (25) for the linear additive noise model. The general expression for R is
somewhat complicated, but the proof above shows that it can be lower bounded by a simpler expression
whenever m;; > 0. It is an open question if other assumptions lead to either bounds or simplifications of R.

4. Concluding remarks

Trek rules are useful for linking the entries of the solution to the Lyapunov equation to graphical properties
of the underlying mixed graph. A straightforward observation is that X;; = 0 if there is no trek from i
to j. The general trek rule as stated in Proposition 2.3 and Theorem 2.5 is, however, more complicated
than the well-known trek rule for the linear additive noise model, and even in the acyclic case it does not
simplify completely to a polynomial representation in general. This is due to the self-loops. For acyclic
models the trek rule in Theorem 2.5 is, nevertheless, a polynomial in the off-diagonal entries of M and
the entries of C.

The trek rule is not generally useful for the numerical computation of the solution to the Lyapunov
equation, but it can be used in special cases to derive either explicit formulas for solutions or to derive
bounds on entries of the solution. We have illustrated this for the acyclic models in Examples 3.2 and 3.4,
where much simpler polynomial trek rules are possible. As an example of a nontrivial application of the
trek rule, we derived the lower bound in Proposition 3.3 on the marginal variance X4, for a stable acyclic
model with a diagonal C matrix and off-diagonal drift entries being nonnegative.
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